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Abstract— As the internet is considerably expanding and on-line information is increasing, the identification and detection of the 

large amounts of different web information become vitally important, particularly those of dark web or Islamic extremists. Webpages 

with extremist and terrorist content are believed to be the main factors in the radicalisation and recruitment of disaffected individuals 

who might be involved in terrorist activities at home or those who fight alongside terrorist groups abroad. In fact, the sheer volume 

of online data makes it practically impossible for authorities to carry out the individual examination for every webpage, post or 

conversational thread that might or might not be relevant to terrorism or contain terrorist sympathies. As terrorists exist within 

every nation and every religion, hence this paper presents a review and systematic analysis of existing webpages on Islamic terrorists. 

This include existing database of Islamic extremist words and existing techniques of web classifier for keywords. Based on this 

systematic review analysis, it will be the input to the formation of a new Islamic extremists WorldNet. 
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I. INTRODUCTION  

Webpages displaying the contents of extremist and 
terrorist activities are suspected to be the essential factors in 
the recruitment of innocent civilians all over the world, who 
may be influenced and radicalized until they are apprehended 
to engage themselves in terrorism activities either in their 
homeland or even decide to fight together with terrorist 
groups abroad. It is alarming that the sheer volume of online 
data makes it virtually impossible for the authorities to 
scrutinize every webpage, conversational threads or social 
media posts in order to classify whether they are relevant to 
terrorism or those which contain elements of terrorist 
activities. Nowadays, the loose security of the internet has 
enabled easy access by the terrorist groups to vulnerable 
intelligence information to control their terrorism operations 
[1]. Of late, there are various researches that showed how 
terrorists abuse the usage of the internet to expand their 
commands to their networks in the whole world, control their 
activities, communicate with each other and develop their 
own intelligence system (C3I). For instance, Jenkins claims 
that terrorists use the Internet as a platform to broadcast their 
“terrorist news network” [2] that are proven as one of the 
influential techniques to reach a broader range of audience 
without being detected. Although one of the infamous site 
known as the Dark Web have recently gained attention from 
the government all around the world as well as getting media 
attraction, the general knowledge on how the Internet is used 
to campaign terrorism is somewhat limited. Therefore, it is 
high time that these issues pertaining to internet usage to 
promote terrorism to be investigated in detail as highlighted 
by the Institute for Security and Technology Studies (ISTS), 

Dartmouth College [3] and Anderson [4]. Based on this 
situation, it is paramount to conduct computer guided data 
collection and analysis pertaining to this issue. Recent studies 
in this area have also shown that the rapid technological 
advancement opens up additional opportunities for 
authorities such as law enforcement and security agencies to 
use web classifier so as to accomplish effective and efficient 
solutions to solve the contemporary threats and other 
problems. 

To date, web classifier is a commonly used method to 
identify topics, activities and group types of the Islamic 
terrorists all over the world [5]. This method has three 
essential processes [6-10]. The first one is called 
preprocessing of web content; which is a step to remove less 
important words and symbols in the web content. Secondly, 
the representation of webs in extracting the most vital 
information from the web is conducted. Later, the similarity 
among these web is compared. The final process of web 
classifier is to apply the classifier algorithm to track web 
detection of those that have Islamic extremists content on the 
basis of the similarities among deep learning. The current 
study aims to provide the restraints of web classifier in two 
stages, namely, the extraction of web and supervised feature 
selection related to the domain of Islamic terrorisms’ site. 
Although over the recent years, the area of web classifier has 
been extensively studied, it is still a popular domain among 
IT researchers as more improvements are required and called 
for it in that particular area [5-10]. Section II discusses two 
out of the three essential processes of web classifier. In 
Section III, Islamic extremists’ web classifier system is 
described. Lastly, Section IV presents the conclusion of this 
study.  
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II. PROCESS OF WEB CLASSIFIER 

This section provides a comprehensive review of the prior 

studies in respect of extraction, as well as, the 

classifier algorithms of web classifiers. The first and second 

sub-sections provide detailed reviews of previous research 

on the subject of extraction terms and classifier algorithms 

on web classifiers. Apart from that, the later part of this 

section provides discussions on limitations in two out of the 

three processes of web classifiers. 

A. Term Extractions  

To extract the terms from indexed words is indeed a 

challenging task due to the fact that several terms or 

combinations of terms are substantial to be considered at this 

stage. To extract the information from the terms, various 

studies were conducted based on different focuses such as; 

employing named entity recognition [11], bag-of-words 

(BOW) [12-13], n-grams [14], as well as lemmatization 

algorithms [15-16]. Further to that, in improving the 

extraction step, previous researchers utilized ontology-based 

extraction [16], semantic extraction [16], Arabic word sense 

disambiguation [17-18], semantic word embedding [19], and 

semantic relationships [20]. Unfortunately, text data usually 

present drawbacks due to their high dimensionality, as well 

as, being ambiguous or having overlapping word senses. As 

a part of the solution in regards to this issue, previous studies 

proposed a variety of term extraction methods such as BOW, 

N-grams, and named entity recognition to solve the high 

dimensionality of terms. The approaches mentioned above 

are referred to as syntactic extraction, while the overlapping 

word meanings like the semantic words found in Word Net 

are known as semantic extraction. This study initially 

discusses syntactic extraction and highlights the new 

proposal to improve the extraction method. As mentioned by 

Khoja [21], the verbs extraction method first deletes the 

suffixes and prefixes of terms, to which their roots are later 

checked in a dictionary. On occasion where the term is on 

the list, it comes back to the root; or it comes back to the 

original word without making any modification. A previous 

review of Arabic IR indicated that Arabic IR is possible to 

be improved, especially when the stems or roots are used in 

searching and indexing tasks. Al-Salemi and Aziz [14] 

evaluated the extraction method using BOW method and 

three levels of N-grams (3, 4 and 5). The results found that 

when using Naïve Bayes as a classifier, the BOW 

outperforms all tested N-grams. Other than that, a study by 

Al-Shamari [15] extracted nouns and verbs with a newly 

designed method known as lemmatization as a stemmer for 

Arabic words’ root. The purpose of the algorithm is to select 

verbs and nouns from documents in Arabic based on 

prepositions and some related rules in other linguistic 

elements like the definite article “the". The result of that 

study showed that their proposed lemmatization stemmer 

outperforms other stemmers such as those of Khoja [21] and 

Larkey [22]. 

 

TABLE I 

SUMMARY OF LITERATURE ON EXTRACTION 

Authors Dataset Used Baseline Extraction Outperform Extraction Domain 

[21] Dataset manual  Khoja and Larkey stemmers Noun with verbs for stemmer Arabic clustering  

[14] TREC-2002 N-gram 3,4 and 5 level  BOW Arabic classifiers 

[11] Arabic 

Wikipedia 

corpus 

Name entity and their our 

system 

Name entity and their our system are 

equivalent 

Arabic 

classification 

[12] collection of 

news articles 

BOW BOW with support vector machines 

as classifiers better than K nearest 

neighbor  

Arabic text 

categorization 

[19] Arabic TREC 

collection 

BOW word embedding similarities Information 

Retrieval 

[20] Dataset manual Ontology ‘synonym, antonym, 

hypernym’ and complex 

extraction 

BOW marker learning 

algorithm 

 

As discussed in the review of literature on the extraction 

process shown in Table 1, previous researchers have 

highlighted in their experiments that syntactic extraction are 

divided into two methods’ categorization, where one method 

extracts the verb words, while the other extracts noun words. 

However, these were not evaluated before as the extraction 

was directly conducted using stemmer process as mentioned 

previously in Section I. As highlighted by Al-Shamari [15], 

the verb words are known as important terms in the web. One 

of the concepts that support this approach is the notion of 

crime used by the Romanian nation in which they describe 

the crime by two key aspects of 'nouns and verbs'. However, 

as shown in the previous studies, they used semantic word to 

replace the original word with their sense when the sense of 

the word is similar to it. The database is not created by using 

it to increase the training related to the Islamic terrorism and 

their patterns. After extracting the huge number of terms 

with their sense, the number of terms is not exactly important 

as features, which is the reason why they are needed to be 

reduced based on a technique known as feature selection, 

which is discussed in the next section.  
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B. Supervised Feature Selections 

The feature selection and the data distribution have a high 

influence on the performance of web classifier processes and 

classifier algorithms such as extraction [23].  The latter tends 

to achieve the local minima rather than the global minimum. 

The results obtained are highly appreciated in most 

occasions. This is particularly when the selected initial 

features selection are approximately far apart in that it can 

frequently differentiate the key category or class in a given 

data. Furthermore, the extraction methods quality and the 

classifiers algorithms key processing are both influenced by 

the initializing process of features selection [23]. Therefore, 

the preliminary points play a significant role in the result 

quality. For example, the failure of the classifiers algorithm 

in identifying the main categories features in certain data is 

possible if they are similar or close. This failure can also take 

place mostly if the feature selection algorithm is left 

uncontrolled. Moreover, associating the features with some 

procedures of optimization is absolutely essential in order to 

be less reliant on a certain initialization and data. More 

significantly, it enhances the process of the performance of 

web classifiers algorithm. Besides, it leads to yield good 

preliminary feature selection and better performance in 

refining the features to find the optimal feature selections 

[23]. 

The utilization of nature-inspired meta-heuristic 

algorithms has been common in many sectors including 

computer science [24], data mining [25], industry [26], 

agriculture [27], computer vision [28], forecasting [29], 

medicine and biology [30], scheduling [31], economy [32] 

and engineering [33]. The current study suggests its use in 

web classifiers. However, meta-heuristics are commonly 

still unclear in web classifiers. This is primarily for web 

mining where similar measurement between webs is used 

but a lot of ‘words’ or terms are specified for every web. On 

the other hand, the measurement of distance among points 

on the space is employed by web mining. The difference 

between web mining and data mining was discussed by 

Hearst (1999) [34]. In particular, data mining utilizes non-

textual data as opposed to web mining which uses web 

textual data [34]. 

This section comprehensively outlines the most famous 

feature selection techniques based on meta-heuristic 

algorithms such as the Genetic Algorithms feature selection 

(GAs) [35], the Ant Colony Optimization feature selection 

(ACO) [36], the Particle Swarm Optimization feature 

selection [37] and the Harmony Search feature selection 

[38]. However, the GA has shortcomings [35, 39]. 

Therefore, further investigation is necessitated. The GA 

shortcomings are the uses of complex operators for selection 

and cross over, trapping into local optima, taking long run-

time and weak local search. Behjat et al. [40] employed 

genetic algorithm as feature selection with Multi-Layer 

Perceptron as a classifier utilizing bag of word as extraction, 

which they compared with support vector machine, Neural 

Network and Naïve Bayes, their proposed of genetic 

algorithm as feature selection with Multi-Layer Perceptron 

as classifier outperform other classifiers. 

The ACO algorithm for feature selection was proposed 

by Rungsawang et al. [41], where they used Ant Colony as 

feature selection to decrease the number of features utilizing 

BOW as extraction and two classifiers, namely; C.45 and 

support vector machine. Based on their result, the Colony as 

feature selection is better than C.45 and support vector 

machine without feature selection. Other work conducted by 

El-Alfy [42] employed Ant Colony as a feature selection 

utilizing BOW and three classifiers, namely, Multi-Layer 

Perceptron, Ripper classifiers and Naïve Bayes; his results 

revealed that the Ant Colony as feature selection is better 

than three classifiers without feature selection. 

Behjat et al. [43] used Binary Particle Swarm 

Optimization as feature selection and Multi-Layer 

Perceptron as classification and bag of word as extraction; 

they compare with information gain as feature selection and 

three classifiers, namely, BP Neural Network, Linear 

Discriminant and support vector machine. Their proposed 

output from genetic algorithm and other feature selection of 

information gain are the feature selection and other 

classifiers like BP Neural Network, Linear Discriminant and 

support vector machine. On the other hand, Moradi and 

Gholampour [44] used particle swarm optimization for the 

subset selection of feature, utilizing k-nearest neighbor as 

classifier, and BOW as extraction and on the other side they 

utilized filter-based methods among which term variance, 

information gain, fisher score and mRMR and five familiar 

wrapper-based approaches including particle swarm 

optimization, genetic algorithm, simulated annealing and ant 

colony optimization. Wang et al. [10] utilized fresh 

document frequency and term frequency combined feature 

selection method (DTFS) in order to improve the text 

classification performance by the proposed optimal 

document frequency based feature selection approach 

(ODFFS) and a predetermined threshold ware applied for 

selecting the most discriminative features. The other 

proposed approach was the optimal term frequency based 

feature selection (OTFFS) approach and another 

predetermined threshold was applied to choose more 

discriminative features, then they combined ODFFS and 

OTFFS to select the remaining features. The feature 

selection of optimization utilized global best harmony 

oriented harmony search (GBHS) with fuzzy Support Vector 

Machine (FSVM) and Naïve Bayesian (NB) classifiers; their 

experimental results revealed that DTFS outperforms other 

approaches like Chi-squre, t-test based feature selection, 

comprehensively measure feature selection, term frequency 

based information gain, two step based hybrid feature 

selection approach and improved term frequency inverse 

document frequency approach on six corpuses. 
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TABLE II 

ADVANTAGES AND DISADVANTAGES OF THE MAIN OPTIMIZATION FEATURE SELECTION 

  Advantages Disadvantages 

Meta-heuristic 

feature selection 

GA 

PSO 

ACO 

HS 

1. Tend to move relatively quickly 

toward high-quality solutions and 

thus offer an effective way of dealing 

with large complicated issues. 

2. Helpful in cases in which 

traditional feature selection are stuck 

at the local optimum. 

1. Have no guarantee to find optimal 

feature selection solution. 

2. Many of the heuristic approaches 

needed for parameter tuning are based on 

the used dataset. 

3. Initial population and the number of 

iterations can impact the quality of the 

final solution. 

4. Some heuristic approaches suffer from 

slow convergence rate while others suffer 

from premature convergence. 

5. Some heuristic algorithms have weak 

local search while others have weak 

global search. 

 

C. Limitations of Feature Extraction and Term Extraction 

The key limitations of literature summarized in Table 1 

and 2 are presented as follows: 

• The researchers presumed that the syntactic "word-

level" or semantic "sense-level" are good for extracting 

information from the Islamic terrorists’ web without 

overcoming the lack of words related to Islamic terrorists 

such as  creating rich training of sense words extracting, and 

simultaneously avoiding the extraction of the insignificant 

features [11-22]. 

• The researchers assumed that feature selection can 

decrease the number of features [23-40] in carrying out a 

comparison between “Harmony Search, genetic algorithm 

and others mentioned before” of feature selection without 

detecting the weaknesses of these algorithms for Islamic 

terrorists’ web. They offered a solution for such weaknesses 

by hybrid [41-44] with other algorithms and then compared 

the applied algorithms with another one so as to increase 

their performance, without addressing the effect with other 

processes in the web classifiers such as classifiers algorithms 

and extraction method. 

 

• All the proposed works generally dealt with the 

weakness of web classifiers in respect of promoting a part of 

the process, where the output of every stage was influenced 

by the next process accuracy [6, 8, 9, and 12]. In short, the 

problems need to be detected one by one for each of the 

effects to take place on the other processes.  

• As mentioned above, there are three processes of 

web classifiers, from the bottom of “classifiers algorithms” 

up to “extracting the terms from the Islamic terrorists’ web”. 

Thus, the notion of working from bottom to up guides the 

user to identify or describe the problem of extracting 

information from Islamic terrorists when sorting out the 

weakness of feature selection algorithms. However, it can be 

said that it is so straightforward to detect the extracting 

information problem and recognize the information which 

should be avoided. 

D. Need 

It is a known fact that all the current approaches of 

identifying and detecting Islamic terrorists’ web have 

presumed that all the Islamic terrorists do exist. However, 

there are two issues which are relevant to feature selection 

algorithms, in which the performance of extraction methods 

and classifier algorithms heavily relies on selecting the 

number of features to avoid misclassification. Thus, it is 

expected that the result of this approach is often suboptimal 

[27] as well as an issue relevant to the features of extraction 

[6, 8, 9, and 12]. Each of these two problems affects other 

processes [6, 8, 9, and 12]. Consequently, to overcome such 

challenges, this study provides high performance and 

effective alternatives to assist in detecting and identifying 

the Islamic terrorists’ web or types of Islamic extremists in 

webs by using the proposed approach as will be discussed in 

the next section. 

III. PROPOSED WEB CLASSIFIER 

A.Data Collection and Performance Measure 

In this study, the datasets have been gathered manually 

from the news whereby half of it is test datasets and the 

remaining are training datasets. From an approximate 

number of 2000 websites evaluated for this study purpose, at 

least half of them are found to be related to the Islamic 

extremists. In order to search the related websites, the 

researchers generated a lot of vocabulary using Arabic 

WorldNet to gather as many important words related to the 

Islamic extremists while the other dataset is suggested to be 

used as a testing dataset of dark web to evaluate this study’s 

proposal. Furthermore, the current study uses a general 

accuracy measure and a general F-measure so as to measure 

the external quality. Such measures are popular web 

classifier measures [45]. The existence of higher general 

accuracy and F-measures provides the best classifier 

detection. 
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B. Proposed of Extraction Features 

As mentioned in Section II, regarding  the weakness of 

extraction, syntactic extraction such as lemmatization is 

proposed to be employed [15] to extract information based 

on three questions, namely, where, who, and when, or 

regarding semantic "replace the original words" [16-20]. 

These methods however do not collect rich terms of 

"information related to Islamic extremists". To solve that, 

this study suggests utilizing Arabic Word Net to generate all 

related words "vocabularies" to increase the number of 

words related to the Islamic extremists. These words play a 

significant role to be extracted in that most of such features 

are often utilized to describe Islamic extremists in general 

(syntactic ∪ semantic).  

 

TABLE III 

SOME OF PREVIOUS WORK ON CLASSIFIERS USING OPTIMIZATION FEATURE SELECTION 

 

 

C. Proposed Krill Herd  Algorithm as Feature 

Selection 

In order to overcome the unimportant features problems 

as mentioned in Sections II, Krill Herd is used as feature 

selection whereby they are reflected in three classifiers 

namely; Nave Bayesian, Support Vector Machine and K-

nearest Neighbor to track and detect as illustrated in Fig.2. It 

is also to reflect the proposed extraction on feature selection 

and three classifiers algorithms. For that, the characteristics 

generated from the Krill Herd as feature selection will cover 

the problems of huge features and extract the core features 

from the Islamic terrorists’ web. In addition, the proposed 

krill herd as feature selection will help avoid 

misclassification and increase the performance of web 

classifier. 

Fig.1 Proposal of Method to Extract Most Important Features of 

Islamic Extremists 

 
Authors 

 

Year  

 

Data set  

 

Extrac

tion  

With or 

without 

feature 

selection  

 

Feature selection  

 

Optimizati

on feature 

selection  

 

Classifiers  

[40] 2012 LingSpam 

benchmark 

corpora 

BOW GA GA Multi-

Layer 

Perceptro

n with GA 

Multi-Layer 

Perceptron, SVM and 

Naïve Bayes. 

[43] 2013 LingSpam 

benchmark 

corpora 

BOW BPSO BPSO Multi-

Layer 

Perceptro

n with 

BPSO 

BP Neural Network, 

support vector machine 

and Linear 

Discriminant 

[10] 2015 PU2, 

CSDMC2010, 

PU3, Lingspam, 

Enron-spam 

and Trec2007 

BOW with Chi-squre, Information 

gain, Improved Gini 

index, Comprehensively 

measure feature selection, 

Ambiguity measure, t-test 

based feature selection, 

Term frequency based 

information gain and 

Improved term frequency 

inverse document 

frequency 

global best 

harmony 

oriented 

harmony 

search 

fuzzy Support Vector 

Machine and Naïve 

Bayesian 

[41] 2011 Not Provided BOW with ant colony ant colony C.45 and SVM 

[42] 2009 spambase BOW with ant colony optimization ant colony 

optimizati

on 

Multi-Layer 

Perceptron, 

Naïve Bayes and Ripper 

classifiers 

[44] 2016 12 datasets 

taken from the 

UCI machine 

learning 

repository 

BOW with    
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Fig. 2 Proposal of Enhanced Web Classifier for Islamic 

Extremists’ Web to Avoid Unimportant Features 

 

V. CONCLUSION 

This study identifies and detects some limitations in 

Islamic terrorists’ web.  Firstly, it tackles the fault 

identification  and detection in the extraction methods. Then, 

it examines the weakness of avoiding un-important features 

by using krill herd algorithm and their reflection of two 

processes on three classifier algorithms namely; Nave 

Bayesian, Support Vector Machine and K-nearest Neighbor. 

Consequently, this study aims at enhancing the reliability of  

Islamic terrorists’ web detection by efficient extractions as 

well as the feature selection of web classifiers. Furthermore, 

it is used  for Islamic terrorists’ web classifiers where its 

results  are  the best testimony for its efficiency. This is 

because it aims to enhance the feature selection for web 

classifiers, as well as, the extraction of 

information, which tracks and detects the Islamic terrorists’ 

web that can outperform the traditional web 

classifiers based on two criteria of time and performance.  It 

is hoped that this study’s suggestion will enhance the 

performance and  the effectiveness of detecting Islamic 

Terrorists’ web.   
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